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line 7 ..••. also desirable that ..• 

line 16 •.. McNeill, as we .•••. 

line 19 ••. this paper will not1 in all •••. 

line 3 In general, one .••• 

line 6 •..• namely, that a ••• 

line 8 ...• of a physical theory T, an ••• 

line 10 •.• epistemological structure .•• 
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, mapping Minto M*. 

line 3 ..• the hierarchy, i.e. modification ..• 

line 7 ... (B. Russell) •.. 

line 2 .•• calculus of propositions, which •.• 

last line •.• the investigations with which one is concerned ..•• 

paragraph 2 It has been ••• theorists, to the present, that .•.• 

was adequate. Acknowledgement of its use, or the use 

of any other formalism, .••. 

line 6 As such, the •.. 

line 9 .... speciftcally, this ••• 

line 12 More recently, the validity of the Boolean formalism 

has been ... 

line 6 .•. defined on any .•• 

line 1 ••• paper will take, as ... 

last line .•• after the fact a cochannel .••• 

line 7 ... hence, that .••• 

line 9 •.. and, in fact, will ••• 

line 12 .•. of meaning, and, if .•• 

line 4 ... definition ••. 

1.ine 4 .•• is similarly defined: the ••• 

line 6 ... semantic subspace, we ••• 

line 21 •.• Then, when we ••• 
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line 9 .•• system (e.g. by ••.•• ) 

line 6 ... each ensemble should .•• 

line 9 .•. fact, coupled ••• 

line 10 .•• described, leads to ••• 

line 4 ••. must proceed as a •.• 

line 12 ... speech process, the ••• 

line 11 Thus, one wi 11 ..• ' 

line 12 .•• of units, regardless •• 

line 13 ... meaning, will be ••• 

line 12 ••. of comprehension and ••. 

line 8 ... physically correlated, to the ••• 

line 22 ..• conversation,but ••. 

line 27 •.• absolute propositional .•• 

line 4 ... following experiment is suggested. 

A group of subjects are presented, either visually 
or orally, with a linguistic corpus chose at random 
from two corpi--one composed of propositionally 
complete statements and the other of propositionally 
incomplete statements. The subject may be asked to 
shadow the material or to answer questions demonstrating 
comprehension. Under circumstances in which the ttlistener" 
or the "reader" were.given no other information, one 
would then expect better recogintion and less misinte:t'"
pretation (fewer errors) with the subjects given a 
propositionally complete corpus than would result 
from a corpus composed of a large number of proposi
tionally incomplete statements. The propositionally 
incomplete corpus could be ••• 

line 13 ••• likelihood, ••• 

line 9 ••• or emperically. 

line 2 ... highly desirable at ••• 

line 1 ••• his debt and ••• 

line 6 ••• help, prior ••. 
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plex systems~ that is. how theory predicts such systems 

wi be fcirmed out of simple syst~rnis and therefore what macro-

scopic effects m~ t re t from such rules of generation. 

the following definitions for a complex 

'\tarLable: it ls the trace over a two-seque;:'li.-ce space with an 

oper.a. ti'.llr wh5.ch is a map of the space. into the series with r~ -

spect to some basis Cl~ the sense of coordinate basis). More 

complex units are ilt up from digits ~pr ti ve processes). 

We will explore this concept further in the next sections 

Finally. we assume for the model a relativisticly causal 

ordering relation .. 
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g'...tage acqu i si ti on ( unless pnysicaLL~· im:pai?•ed) and that that 

those linguistic observables known ;'j,{;; syntax and. morphology 

are macr oscopi\:: evidences of the intrinsic ordering relation 

involved both in semantic processes a?J.d i;n all physi.c;al. pro·· 

Qesses . We make explicit now several assumpti.ons that are 

inherent to the observation cf language acquisitioni firstt 

that the observed system is defined Le. tha t a boundary is 

recognized whlc!il s~para tes t he system from its environment; 

second. that th.er.ft t:x.ists a t ime-depen.dent subspace {semantic) 

of increasing extent i.e. that there is a t ransfer of linguis~ 

tic information across the said boundary; and third , 'that t.Jii~ 

system is alive i.e. that it is self-organiz ing and hence i s 

discrete-and non-singul ar . 



IV. Results 

There arises the question of .what one~ might expect to 

spe~~ch. percepti.-::i-n. speech reeogr:J. t.ion., speech comprehension. 

minism and rel~rivity. 

• . ,.i/ • " • • aaequate pre~1c~1ons conc~rn1ng can expect 

be u:nderstood that the re= 

sul ts of suer\ S"'tu.dies will. in general~ only supply i.nforma-

t a refinement of the model obtain. 

Ls as being 

the model i.ng 

nature of its exis 

abi 11 tie:s. wh.i would premi t speech acquis:i en ar.d prochJ.ctiun. 

supplied 

rm .. langu.age si~ionu is found~ by ~his author at 

least, to be antiqua and rather misleading. When observing 

the system of child 

reference - that :s, as a p ~· it, i:s apparent that a per·-



and ca~sale If the system did not spit non-trivially into ii~s= 

joint subspaces consisting of time-dependent and time-indepen

dent semantic ensembles. there would be no means of identify·= 

ing the system in a time-independent fashion. The time-evolu-

tton r0f the system~ part of which is the behaviour called 

language acquisition~ is described by those subspaces of en-

sembles which are t.i.me-dependent;. In t.he current interpreta~ 

of binary digits - that ~s. a 

fr,. refering to the li;.'1guistic pert.ion of the system. these are 

tf1en semantic processes e We can describe the conca tena.tion 

conveniently if we kr·iow the order.ing re la ti on a.nd we have then 

the abstract algebraic entity which we have called a syntactor. 

explication~ suppose that the firing 

considerable complex-

ha.s fired wbi neuron will fire next or at least be activated. 

It would be a n1rth~r necessity to 1' .. n.:~w simul ta:neously tll"ie 

stat«e:s 1 the neurons which synapse with. it$ Wnat deter-

mines the f ing = the conca·ten.atic1n. order? Two factors 

are of Lmportanr.;~er; flrst..~ the states of impingent neurons 

which in lingulst]ic term:l ogy and with the current model 

relation. We claim 

sent t:he 

1 b1g1 .. d stic st..r-u.c-

tures. We have oonsi ra on for this claim. If 



firing i.s indeed represen-ta ti ve of a semantic digit · {and we 

will cla im in a latter paper on t he neuropsychology of the 

model that linguist.le structures mu~t operate at. a leve l as 

de.ep as neural structures based cm the current evidence), 

then the structures which c·orrespond to linguistic phe nomena 

phic . Since it is the ord~ri.ng rel a tio.n which dete rmines the 

we may conclude an equi-

The: reader is reminded at th i s poiif~t that all physical 

p!"'ocesses are subject <t.;o t he ordering relation, whe t,her they 

be seman t ic , f.ilectrical, or ma:te r ial . Hence. the time-evolu-

ti~;n (,::;rowth} of a neuror. may also be descrlbed in such termsc 

ac.quisi tit»n ) . is ht' ·fibserving the physica l gr~)wth o.t r~eurons, 

the changi ng of neural inhi bition potentials. ·Or pe!"inaps th.€ 

r es true t 1 .... r 'lng of neurons? I t has been demonstra:ted t...hat the se 

neural processes are to some degree coupled - each may trigget" 

the othier~ · H~hce i t seems unlikely that a. better an.swe r is 

effecti V"f!? ni:r& .. n··al :s·t.rue t ·ure. :and o bserved only through t he 

limi tati <ms - hoth ~;lm€-dependent an~i U .. me-independent - whict1 

expe rimenter· a.:n..:i: ,,,:: · :~h is a ~teman tic subspa~~e wi th oper ator s 



of t "ts own. ·rhat the general answer should be one concerned 

primarily with limitations on the mod€ling process should not 

be surprising. We are attempting an expression of a linear, 

pvtent-1a1s. and ls multiply-dependent. 

!" and 0f itself. 
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is governed by physical • Language a.cquisltion, taking 

these presumptions account. is that segment of the time-

evolu on of a seman subspace whi,:h under the influence of 

a 1 (contiguous} semantic space yields the observable phe-

nomena of verbalization. We further define verbalization as a 

transfer of semantic digits of' a linguistic nature across the 

boundary separating the subspace organism) and t.he subspace 

orthocomplement {environs)$ 

is m..odel l acquisdc t on sugges 

observable speech learning processes~ 

that the env may be used to optimize· the acquisl .. 

on of seman c ts and that s optimization must be 

dynamic ~ since language acquisi on is 

ve verbal 
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much as inhibition potentials and growth of neurons is modi-

fied by continued exei tatlo:n of a given neural pathway. Fifth. 

inasmuch as the modif~l does not diffeeentiate between semantic 

digits originatin,g from and used for tac tile. oral~ visual, 

or other sensory process and. in !'act, claims tl'mt such digits 

will be contiguous in a serriantic space representative of the 

organism (t"l!.s being the 1Ca.se since all senses are simultane· 
• % q ously operative,.· 

ac:i.uired linguistic unit will 

sem.ble should consist of b~)tt. time-dependent and time ... indepen-

dent features. these being the equivalent of McNeill's analy-

sis 11f utteran,ces ir1.to :actlon/event/obj:ect/property/enti ty/ 

s$ Fur~her. each encemble should be 

strongly corre tea physical behavtour of the system 

This fac~ coupled 

space as earlier described leads to the prediction of semiotic 

extension .ti la McNe.ill. 

desc bing language acqi,dsi on wlf": .have inad.vertantly 

given f ti,:rn.s for an explanatton <Of speech production. 

tirm. :a.nd comprehension. We have stated in 

speech producti.on must procede as a 1con~ 

catenation process. rHhv :t''t:preat that •explanation from the 

viewpoint prov 

observation J 'Ni is on the ooservable predic-

tions of the modie.l~ 



r:onca:tena ti on semantic digits must proceed in 

a manner consistent with the ordering relation and thus with 

the logic of' the system under consideration .. Furthermore. one 

must recognize contextual environment as influencing the 

possible choice of c digits the concatenation pro• 

cess. complete semantic space is 

ts is dete 

within on. digit 

is fol s locally conti-

guous and whi belongs ei semantic subspace inter-

nal or external to the organism. will be de'termined 

as an instantaneous maximization of the propositional complete~ 

ness of the .. there exists a true degeneracy 
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a dynamic i t as 

stract 

What does: on pred t as 

speech produc First. that speech always 

context sensi ,, By context we y a semantic subspace 

which s dete by both the environment the internal 

states organism.. A conclusion of this line of reasoning 

is that one or more of a psycholingui c sub 

environ.men t ~ w internal states~ or personal his-

tory wi ec speech produc-

on. In other words wha one says on the context. 

how one feels* now one 

subjects. Second~ produc on 

O\:'iCUl'S so rapi.dly 



as to inlp y ompa'tl w:i ls of sp~ech production, 

that involve transformational model 

predicts eerta errors sheluld occur with statis-

distri that are non-classical. II we 

def the three di t objects we may mean by art 

of n seman and set. 
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Sevent.h. there is the predic on that speech produc en 

is of a fundamentall:r ambiguous ven any .. c:omplet.ed .. 

s.hown to at least two in rpre-

to wh is ls 

whi re seman c 

ace ,, '.<:l 
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the bit content, of some prepalred text and then$ by presenting 

it very rapidly to a sub,ject. and slowin.g it incrementally. de-

termine the comprehension threshhold. 

The linguistic processes involved in the transfer of 

information from the environment to the subject has tradition-

ally been divided up into three areas ,of inquiry$ each descri~ 

bing a process temporarily ordered with respect to the other 

two. Researchers have assumed that the subject first percleves 

That perception precedes recogni ·ti an and ct~mprehensi on is 

readily demonstrated onc!i::! we have beer:, predisposed tc a temp-

or-al analysis of linguistic data flows There are many examples 

of subjects indica that a datum has been perc ved but not 

fJis 

. . 

i. s not, s-c a task since we are 

ri~ent to report the fference sub;ec-

h:now if the datum has been simply remember·,ed 

as hav been previously expe~ienced or has it been organized 

with respect tu previous data for the first time~ 

distinc ~n ;'.ll~ 

tion :from percept.ion 

datum :H! 

taken as ~ proces~ 

sensea. 

la ti on class membership. ~an describe perception 



mannert rcep nn is process observed 
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hens ion taklng into account 

f Lning c i .ies semantic 

wh h are contained by the 

words~ we are 

def ce structure ch s delineated by the or-

seman c ensembles thus ent.ailed~ 
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source of information to and fr 1om thb mi.nd of the subjecti one 

could not determine whether the subject is listening or speak-

ints are ~Jf specla.l note as well. First. one 

wo d expect null s~1tactor might produce a physio!o-

t could be observed via the EEG for instance. 

This stale should t be similar t.,:, 

able to fur~her justi t.1.11.a.te 

becomes tantamount to claiming a form semantic unique?less 

for all semantic ensembles@ Once a.gair;i we have derived a state~ 

ment concerning the fundamental ambiguity in identifying se-

sure men t ~>f 

sti 

here is equtvalent to ai ng 

process and language 

iefly.men on a few ~ey points 

undertaken neurophysiological 

models predicted 

paper. Essent lly. ~e t no spatially local 

record of past ev~n~s ion need be postulated a~d 



t hat the only d i s t inc i ton between .. past " a nd .. present•• seman

ti c digits a~ ensembles is s upplied by the ordering relat i on . 

In fac ~ . wi thout th? ordering re lation defined i n a par ticular 

way. memory ae divorced from percep~ i s an arbi trary dis~inc 

t i on . we c l a i m that . only the ordering re l a ·tion need be con

curren t i n t he semantic s pace of the subjec t and that . by 

d.efiri.i t.ion . thi s is built i nto every s umantic digit . 

Lingui s tic performance ca n be ~u.odeled essertt ial ly by 

descrit:lng how errors can occur wi·t hin thEi speech prod:a.~cti on 

pr ocess and t • is topic is divided into t hree questionsi hew 

do -errors in speech occur , how do err,,rs i n rememberi.tlg 

occur . ~nd how co err or s in aquisition occur . I f. as was pre-

vioa.rnly su.ggested. lingui stic process es occur at the neural 

leve l of organi ~a ti on. t hen we ari! .lCiok ing for ways in which 

f r om 'the norm. Thai:. ~hes~ problems apply to al: ·t hree ques ti on:'l 

o f l :i.ngtd.stic performance i s obvio{zs . However. "'err ors .. can 

a lso occ'lr wher1 there are amb.i.gui ties gener-ated . The c onc:ate-

na t.ion pr ocess •)ceurs in a manner whi ch ls locally' context 

sensitive. In many eases. a degenerat e e l genfutlction wi l l a llow 

the productl~m ':} f a new semantic ensemble which i s only 1 \JCa l -

ly meaningf u l t r\ Uae contex t of. say. a conve rsa tion but whi c h 

when we sDeak of ambigui ties. we a r e re~erlng to a c on -

cept o! degrt.?~ of am.oigui ~y in as mue~ as we cla im t hat ir 

commun ica tion i s to t!!)'lltirn;i~ & abs <>lu t e ciosure artd the ref ore 

absolut pr oposl t .i t;na l ~om.ple"t,eness 1:-at'1. r10." ... occur o In fa-c t. 

rec-0n t experiments suggest th.a~ !.. t · i~ th~ a bility 'to err. 
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TABLE I 

Simple Systems 

For quantum systems, the algebra of a system 1s irreducible 

being the algebra of all maps of an underlying innerproduct space 

l(S). In this part all concepts are relative to one implicit system 

s. 
Class (of a system S): =projection (quantity equal to 1ts 

* (adjoint) and square) in SA; subspace P,Q, ••• of the under

lying linear space of sA. 

PCQ, Pis included in Q (of classes P, Q): = the basic eigen

value equation PQ=F; the subspace inclusion PC Q. 

I and ¢, universal and null class: =quantities 1 and O; l(S) 

and the O vector, as·subspaces of I(S}. 

P UQ, P or Q (adjunction): = sup(P,Q); span PU Q (the set join 

of two subspaces never being required). 

F 0 Q, P and Q (conjunction): = inf(P ,Q); subspace meet Pn Q. 

Q ls a complement of P: =P U Q = I ,P Q=~ ;Q is a complert.erAtary 

subspace to P. 

-P, the negation of P: =1-P; orthogonal complement of subspace F. 

P.~ Q, P excludes Q: =PQ=O; F and Q aee orthogonal subspaces. 

P comQ, P is compatible or comrAutes with Q: a basis exists for 

l(S) adapted to both subspaces P and Q. 

f(S), a coordinate f of S: =map f:S->£; spectral family dPr(z) 

of subspaces. z a coraplex variable. A~ coordinate f may be 

represented by a coordinate quantity f=.,t;: dPr(z), where the 

projection-valued measure dPf(z) is defined by t!ealgebra map 

f A: g_A -+ sA. 



pc::::
1 

Q. p 1s just included in Q: PciXCl'Q if and only if P=X or 

X=Q; Q=PU one additional 1-space. 

(fl , the measure of P := the length 11'of a chain OC'1P 1<;_ ••• C
1

Pl'l 

=P • 

£, a singlet;= projection£ with measure= 1; a ray or 1-space 

of .!(S). 

If G 1s any group of maps g:S->S and GA is the group of induced 

algebra maps, we can then define as follows: 

S/G~,s over G: =the algebra sA\GA' the collection of those 
A quantities of S invariant under GA; the algebra of operators 

on l(S} coIIIlluting with all members of the (unitary) group G. 

Even 1f S 1s a quantum system, S/G generally is not. 

s G. S under G: = the algebra SA/GA resulting from sA by iden

tification with respect to GA; the subspace of l(S)consisting 

of all fixed points under G. 

Let P be a class of S: 

s\f'. sunder P, the restriction of s to F: =the algebra PSAP 
A taken with the+, X, *of S but with the new unit F; the sub-

system defined by a subspace PCI(S) 

The system 1: = the system whose algebra is C; systern. with a 

one-dimensional Hilbert space. The system 1 is both a classical 

system (corn.mutative) and a quantum system (irreducible). 

In quantura logic the distributive law is weakened to the form 

If ac::'c. then aV{bf)c)=(a\Jb)(\c. Note that 1t is self-dual.1 

replac1ngC ,fl, U by :;>,U ,(l merely replaces a,b,c by 

c,b,a. It also follows that (al}b)f\c=(aUb)O (at}c). 

For quantum asserablies, 1 t is not generally true that 

a::>b = -a U b. 



Compound Systems 

S+T, the sum of Sand T: =the direct-product algebra sAirA, 

in which the two algebras SA and rrA eornmute; the direct pro

duct Hilbert space l(S)Xl(T). Similarly for IISi. Associative 

and distributive laws hold. 

S R T, a binary relation fi between systems S,T: =a class of 

ST; subspace of the direct product l(S)Xl(T). 

S-T, similar systems S,T: = two systems S,T provided with an 

equivaJ.ence map e :S _. T (map with inverse); two Hilbert spaces 

with a unitary e:I(S) ->I(T). We designate corresponding pro

jections in S,T by P(S)-P(T}. Replicas of a system S are 

similar systems obtained from S by attaching labels,e.g. s
1
-s

2 
S=T: =for similar systems S-T, the class U~(S)~(T), the union 

extending over all singlets ~(S)-~{T); symmetric subspace of 

the direct product. 

Reflexive relation: =relation SR T with (S=T)C:{S fi T}; 

subspace of I(S)Xl(T) including the symmetric subspace. 
' 

RT. the transpose of R: =eXe-1 (R) where e:S--~T is the equiva-

lence map of S-T and g=S li T. 

s1nu1etric re lat ion: =re lat ion S=ST. 

Trans1t1Ye relation: =relation ! with s 1 T S2,S 2 T S3C:S 1 ! s
3 

Functional relation~ =relation SF T= U~fA(~),where ~ranges 

over the singlets of S, and f :S-:> T 1s a map; the graph 

U~ (aXf-A (~)) of an algebra map f A:~+ SA. 

seq2s, the 2-~~quenoe o~ S's: =the product s 1s 2 of two replicas 

s 1-s2 of S; the ordered pair of two s•s • . 
dia2s, the diagonal 2-sequence of S's: = seq2s\(s 1=s 2 ), the 

restriction of s 1s 2 to the class (S 1=s 2 ); the subspace of 

synraetr1c tensors in l(S1 )Xl(S
2

) 
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as above; the 

1 'h 'i t rig; ; t:" e o. l' •:C c 

of the 

S(0 0 .s, tl1e :n·"" ·~· -n . .. , •••• n)t1l1cre 

:.;(_q,s, the seq S · -~---- n n ( n""'O, 1 , ••• ) ; the 1-

e over I(S), with the opera.tor N as 

c:..t :ton rule. 

cU.a S, the 
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of S's: '"'sea S . ·---·· --- -n (s -- .-3 ) • .,_ .. ,, .. ,,_ , 
1 n 

the spcce of tric tor-i;::o:cs of dc!_Sroe n over I(S). 
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3osc-Einstein Fock space over I(S), ~1th the nw1b0r of 

~e define as follows: 

sc:c-S, s of ' s : the ~u~albegra of 

i!l\/ a11t u1;.der G. 



'I"able II 

Quantum Stati stics 

r.;i.~cuence_ 

the t<?.nsors 

i;eries 

en I a 

-the symmetr ~ ::: tensors 
on l a 

.~et 
t.ne an t .. i sym.;ie tt¥ic 
tensors on .1.a 

The n sequence of c•s, an ordered 
n-tup.le of cbjeRts isomorphi c tc Ci 

is the ob jRct c whose universal 
class is ri. the n-i1h power; of' I, 
with car dinality /I I =II/'. The 
generic sequence of c•s is the ob
ject St'!O _~ . which l s an n- seq ·J~mc~1 
for some n, the d i sjoint union - " . . .. sea c "' ;J c··. 'i'he car d1na.L :i. t.y cf 
"'eq. - " s ~""· ~ •ni ·t~- { ..<' 111 l i:.t cr<>o:::;·•,z1r ~ .- - ,..j: JL.l l: ~ c -i ,l .f I -v ~ ...... .;;;.~~ ......... 

t.hatl Ci. · -

Then series of cis , a n unordered 
n- tuple o:f objec~s i s omor phic to c . 
is the o~ject c with upiversal 
class ! · obta i ned f r om I" by idt!'n~ 
tifying with r e s pect to permuta ti ow~ 
of the n objects . er is the sym
metr i7.P.d n - th power , with card .ir!aJ.-
' + /T n I( ' ~' - /' ·· t )1 t . ,. . l ,,y , ~ / ~ t • n - 1 J !- i. 1 + . . n. wt .,:1 
• ,..,, ' mi-, . • - f' . • . 
1.c .1 .>./ ~ r .~e gene:r1e se r ies o_ c · s ls 
the ohject ser Ci which is an R 
"""·"" !.' ~ ,~. f' ·r<,,.. """"m"' "" • S" "" C - 1! " . ~1:0· - -~ - ~~· ~"""" ~ 2 4• r.: ,. ,,..v 0~ • 
1~e card i nality of ser c i s infinite 
. . ,_ " . t h • ,at / .:,./ Il s grea er t ,an £ • 

The n set of R's! ~ se~ of n. c's . i~ 
~ihe, object c • w-;.. tn ·universal class 
~ n obtained from In by identifying 
wi t;.h. r-espe;::t to pern.u tati ons of the 
n objects and de l e ting s e q u.ences 
with t wo o.r· more i dentical elements. 
or is the antisymm(~tr-.i:ze~ n-th pow-

...... I! . d ". ~ .... ~ /(,.,.. .).i /' 
er~ wt · ... r;. car .t na.t 1. t.y . ..t. / "' 

it / n!(i-n• l) S. The generic set of 
c ~s is the objec t set c w.hic h is an 
"' .... .,.+ f"'- ~om""· n • ,...,,,,+ .,..~ rt c n '1'.h 0 • t ::;;:;~ w \,.<'J.. ti ~ ~ ·':>·fW: ~ t~ ... u ' · - ' """ 

..;:i • 11 • f' . • t"' g. l.. l ' Ca!"v.1.tlal.1 ty O;. Se t C lS u~n . , a.no 
se t e is usually wri tten. 2 • 

The subs~itution of classical objec~s c with quantum object s 
q makes I beco.m~ a Hilbert space and makes the above de.scr i p t.iorw 
ot· seq . ser . and !Set. becotM.~ val id descripti ons of the ensembh:s of 
"Maxwell - Bol tzm.an• l)b,jects ... Eose ... Einstein ... objects . and .. ferrni-
Dira c"' objects. ~sp~etive ly ... In this process all products of secs 
are re ;: l a ced by di :r.1$'\:t pr.ljlducts t> f Hllner't- spa c e s t · unions are re~ 
pl.aced by dlr~ct .s•..tms. Disc t.>v~ring t n.e statistics of an object 5:.s 
··q ,·1· 1· ,,~nt •·o A -<.,. .,..,.,. l¢' ... ~.. '(;., .,. ~ i;., ~ .... " v. •·-· ,.., "".. s ..:: t· .,. - ;.,1"' e 1 .. . va.,.."" .. .... .• . c_.., .,.,, .. ... r,g vh~o..-.. ,, :.,._,,_ t .... ... ~ .::. .,eq_, er. o r _e • .. n ti effiv - ". 
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